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ABSTRACT 

This paper identifies and makes quantitative allowance for experimental errors in iso- 
thermal weight change data. For experiments which involve a purge gas to remove decom- 
position products, attention is directed to errors due to variations in the gas flow rate and 
the need to heat the sample initially to the temperature of study. For experiments carried 
out at reduced pressure, importance is also attached to the undesirable influence of 
draughting, buoyancy, pressure and convectional effects. An experimental procedure 
which minimises the errors due to some of these Factors is discussed. The paper also 
examines how the non-linear least squares method employed to analyse the kinetic data 
may be extended to allow for error produced by the initial temperature change. This 
extended method is used to analyse weight change data which are consistent with a 
contracting-interface mechanism, and the results clearly demonstrate the improved accu- 
racy of the kinetic parameter estimates. 

INTRODUCTION 

Many solid state decompositions can be described by a contrzhing-inter- 

face (CI) mechanism for which, under isothermal conditions, the fractional 
decomposition, a,‘has been expressed [l] as a function of time, t, by the 
equation (n f 1) 

Q = 1 - [l --- Izt(l - ,)]i’(i-n) (1) 

In this equation, the rate constant, k, and the so-called order of reaction, 
n, characterise the decomposition so that the determination of these param- 

eters is clearly a prime objective of isothermal kinetic studies. The traditional 
approach adopted to determine k and n has been to select a value of n, 
rearrange eqn. (1) a~5 

(l--cu)l-“=l-k(l-n)t (2) 

and plot (14~)‘~” as a function of t. The “correct” value of n is then taken as 
the value which gives the “best” straight line fit to the experimental data. 
The rate constant, k, is subsequently found from the slope of this line. Some 
of the subjectiveness of this approach is removed by replacing the plot by a 
linear least squares analysis, but the calculated values of k and n are not opti- 
mal values because they still depend upon the values of 12 selected for the 
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analysis. Further, these selected values of n, e.g. l/2 and 2/3, are normally 
chosen because they correspond [2,3] to “theoretically significant” mecha- 
nistic models of the decomposition process. Such models almost certainly 
represent [ 1,4-G] an oversimplified description of the actual mechanism. 

Recent work [7,8] in this laboratory has involved an extensive study of 
computational methods which allow the optimal values of the kinetic param- 
eters to be calculated without the need for making any prior assumptions as 
to the value of n. These methods accordingly provide a much more objective 
approach to the kinetic analysis. The results have demonstrated a preference 
for a non-linear least squares (NLLS) approach which uses eqn. (1) directly. 
The NLLS technique is highly accurate, computationally efficient and also 
provides estimates of the statistical errors in the kinetic parameters which are 
optimised. 

Now, the dimensionless quantity Q is not measured directly but is 
expressed, instead, in terms of an esperimental quantity related to the 
amount of reactant removed or product formed. In the majority of cases, 
this quantity is the mass, m, of the solid material present at time, t, and ar is 
then defined by 

Ino - mt 
Qt =--- m,--mm, (3) 

where the subscripts 0, t and m correspond to the initial, instantaneous and 
final stages of reaction. In practice, of course, the balance transduces the 
mass to an equivalent voltage which is displayed typically as a chart reading, 
c, on a potentiometric recorder. Equation (3) is therefore more appropri- 
ately written as 

Q = 
co -cc 

t 

co -c, 
(4) 

Combination of eqns. (1) and (4) leads to 

CL = c, + (c, - c, )[ 1 - kt(l -.- n)] 1m--n) (5) 

which can be used to estimate k and n provided that the values co, ct and c, 
are known and are consistent, i.e. measured under the same experimental 
conditions. The consistency of these values of c is often assumed, but is 
actually much more difficult to establish [9,10]. Thus, in isothermal studies, 
reaction is usually initiated by a drastic change in the experimental condi- 
tions, e.g. a sudden decrease in the pressure or a rapid increase in the 
temperature. This procedure makes it highly likely that the value of co, mea- 
sured accurately before reaction commences, is inconsistent with all subse- 
quent values of c. In addition, unless the reaction rate is slow, a significant 
amount of reaction may occur before stable experimental conditions are re- 
established after initiation. It follows that an accurate and consistent value 
of co is often difficult to measure directly, so that other methods must be 
considered if the power of the NLLS approach is to be exploited fully. 

The present paper describes a combined experimental and numericaI 
approach which attempts to overcome the problems outlined above. It dis- 
cusses, firstly, under what circumstances the most serious errors can arise, 
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and how the experiment may be designed to minimise them, so that the 
value of co measured prior to reaction can be used as a reliable initial esti- 
mate of the consistent value. Following this experimental approach, the 
paper goes on to show how the NLLS method may be extended to refine 
this initial estimate and to determine the optimal value of co, k and n. 

EXPERIMENTAL REDUCTION OF SYSTEMATIC ERROR IN CHART READINGS, c 

In most commercial apparatus, gaseous decomposition products are 
swept out of the balance either by evacuation or by a unidirectional flow of 
purge gas past the sample container. In either case, the container is subjected 
to an upthrust or downthrust force, F, and if this varies significantly 
throughout the experiment then the chart readings, c, are bound to be incon- 
sistent. 

In experiments involving a purge gas at ambient pressure, it is normal prac- 
tice to preset the gas flow rate prior to zeroing the balance. Accordingly, 

G 

Fig. 1. Diagrammatic representation of the modified TG-750 micro-furnace assembly. A = 
Water channels; B = power supply to furnace; C = gas/vacuum outlet modification; D = 
sample thermocouple; E = control platinum resistor; F = sample container; G = hang- 
down from balance limb; H = furnace support; I = furnace casing; J = cover-plate/seal to 
balance assembly; K = base-plate; L = threaded brass stud. (Reproduced in part by kind 
permission of Stanton-Redcroft Ltd.) 
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provided that the partial pressure of product gases is always small by com- 
parison with that of the purge gas, variations in F are anticipated to be mini- 
mal. This situation is clearly favoured by the use of small samples and low 
reaction rates. 

In studies involving either ambient or reduced pressures, heating the 
sample to initiate reaction may cause buoyancy changes and also a variation 
in the convective flow of the sample atmosphere. Such disturbances are 
expected to make early chart readings, in particular co, inconsistent with 
later readings. In reduced-pressure studies, an additional problem is expected 
due to variations of pressure during pumping. Thus, as the pressure differ- 
ence between the balance chamber and the main “vacuum” line decreases, 
the rate, f,, of flow of effluent gases past the sample container will be 
reduced. As we have already indicated, this feature is expected to lead to a 
lower upthrust or downthrust force F causing a change in c which is 
unrelated to any mass loss. 

The apparatus available in the authors’ laboratory for weight change 
studies is a TG-750 thermobalance manufactured by Stanton Redcroft Ltd., 
London. As is common practice, evacuation of the balance is achieved via a 
single outlet, in this case above the sample container. In an attempt to mini- 
mise the esperimental problems discussed above, we have modified this 
arrangement (Fig. 1) by incorporating an outlet in the base, K, of the 
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Fig. 2. Modified TG-750 apparatus for isothermal weight change experiments at reduced 
pressure. 



furnace so that the system can be pumped from both above and below the 
sample container. The lower outlet comprises a 6 mm diameter copper tube, 
C, soldered into a brass stud, L, which is threaded to screw directly into the 
orifice in K provided by the manufacturers for purge- and product-gas 
removal. A small neoprene O-ring, libertily smeared with Apiezon T grease, 
located between the base plate and the end of the brass stud L provides a 
vacuum-tight seal. The end of the copper tube C needs to be set at a slightly 
oblique angle, prior to soldering, to enable a short length of polythene tube 
to be attached and taken to the main vacuum line. This section of flexible 
tube allows the furnace assembly to be moved up and down during sample 
loading. Vacuum-tight seals to this tubing are conveniently made by means 
of picein wax. Careful attention to all seals of the balance assembly permits 
the evacuation of the apparatus down to ca. 0.005 mm Hg if required. 

In the above system, a unidirectional flow of effluent gas is not only 
avoided, but the pumping rate at each outlet can be controlled by means of 
the adjusting screws A and B (Fig. 2). Also, the gas pressure in the main 
vacuum line, C, can be held essentially constant by means of a controlled 
leak of a suitable (e.g. nitrogen) gas via the inlet D. This procedure minimises 
the pressure variations that change the forces acting upon the sample con- 
tainer and lead to inconsistent chart readings, c. 

Systematic error introduced into co as a result of convectional and other 
temperature-related effects can be minimised but not avoided using the 
present apparatus. Accordingly, we have attempted to solve this problem by 
refining the experimental value of c0 by numerical optimisation. The detailed 
procedure is described below. 

NUMERICAL REDUCTION OF SYSTEMATIC ERROR IN THE INITIAL CHART 
READING, c,, 

An earlier paper -[8] describes the use of the NLLS method to analyse 
(t, 8) data and to obtain optimal values of k and n in eqn. (1). The treatment 
for (t, c) data is entirely analogous, but in addition, the method can be 
extended to optimise co in eqn. (5). In this case the functional relationship 
previously written as 

cy = f(t, n, Iz) 

becomes 

cl = f(t, n, k co) 

and the estimate sc9) of the parameter s (=k, YL or co) at the gth iterative step 
is improved by the expression 
s(4 1 = s W-1) + &+7-l 1 q = 1,2, 3, . . . 

The parameter corrections 4s are found by solving the three linear normal 
equations given by 

z&25, !g =o 
i=l ( ) (6) 



(7) 

&&.(_c) =(-j 
0 i=l 0 

(8) 

where the summations extend over p sets of data and k, n and co are the 
values at the current step, and 

ri=Ri + (~) Ak + ~~)A,t +(~) AC, 

Here 

R; = f(ti, 12, k, CO) - Ci 

where ci is the experimentally recorded chart reading and Q is the error sum 
of squares function given by 

Q = cl 6 (10) 

Near the minimum, Ti = Ri SO that eqn. (10) written in ~~ITTIS of Ri provides 
a useful guide to the progress of the iterative search for the optimal param- 
eter values. The derivatives afi/ak, afi/an and i3fi/aco required in eqns. (6)- 
(8) are given by 

afi _ 

afi _ Pi(C0 - Cm) {ln pi + IZL?tifljn-l’) -- 
an (1-n) 

where pi = Cl-kti( 1-n)) “( I-” ‘. With this approach, the systematic error 
remaining in co after experimental refinement can be estimated along with 
the kinetic parameters k and n. 

To test the performance of the NLLS method when applied to optirnising 
additionally upon c o, simulated (t, c) data were generated from eqn. (5) 
using kinetic parameter values hsim = 0.01 reciprocal time units and nsim = 
0.2-0.8 in combination with values co = 10.0 and c, = 5.0 chart units. These 
latter values of c correspond to a typical situation where the (t, c) trace 
extends over 50% of the chart width of 10 in. A total of 21 sets of test data 
were produced using time values t = 0, 5, . . . . 100 time units. These values of 
t limit the simulated fractional decomposition, LY, within the approximate 

range 0.0-0.9 (nsim = 0.2) t0 0.04.7 (R,im = 0.8). Typical systematic error 
in co was simulated by subsequently biasing the assigned value by +5% and 
using this modified value as the starting estimate, c&O), for determining the 
optimal value of co (equal, of course, to the value 10.0 used in generating the 
simulated data). The initial estimate of k = k(O) was calculated from a linear 
least squares analysis using eqn. (2) with the value n = do) = 0.5. 
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RESULTS AND DISCUSSION 

Procedural factors influencing the consistency of chart readings, c 

A. Experiments carried out using a purge gas at ambient pressure 

(I) Flow rate effects. The magnitude of the forces F acting on the sample 
container was investigated by loading the thermobalance with a 5.0 mg cali- 
bration weight under static conditions. This load represents an inert sample 
for which no mass change occurs. The balance sensitivity was set for conve- 
nience at 10.0 mg full scale deflection (f.s.d.) *, and the apparatus was cali- 
brated to produce an equivalent chart reading c = 5.0 chart units (=50% 
f-s-d.). 

When the purge gas (nitrogen) is made to flow down past the sample con- 
tainer, c increases proportionately, as expected, with increasing flow rate 
(f,). Thus, for f, = 100 and 180 cm3 min-‘, c assumes values of 5.19 and 
5.37, respectively, corresponding in turn to an increased downthrust of ca. 
4% and 8% of the original sample load. Correspondingly reduced values of c 

are observed when the purge gas is directed up past the sample container. 
These findings are in general agreement with the results of previous studies 
[11,X!] involving a Chevenard thermobalance, but the magnitude of the 
changes in c is very much less in the present case. Calculations [13] show 
that for the TG-750 thermobalance the percentage error, E,, introduced into 
a chart reading, c, can be estimated approximately from the expression 

(11) 

where y = ca. 2.0 is a calibration constant for the instrument under these 
conditions, E is the fractional deviation in the flow rate (in cm3 min-‘) from 
its pre-set value, f,, and S is a sensitivity scale factor equal to the f.s.d. (in 
mg) of the balance. Thus, for a 10 mg f.s.d. balance sensitivity and for f, = 
200 (*lo) cm3 nitrogen min-‘, eqn. (11) predicts the maximum error in the 

full scale chart reading as 

10 1 1 
E,= 2.0X200X200X3X losI” 

= 0.2% 

At 50% f.s.d., E, increases to 0.4%. In general, purge gas flow rate control of 
better than +5% is not unreasonable, and hence for values of c close to f.s.d., 
errors in the chart readings due to flow rate changes may be assumed to be 
of only minor importance. 

(2) Temperature-related effects. When the gas flow is in a downward direc- 
tion and the flow rate is held constant, esperiments show that increasing the 

* The TG-750 has a sensitivity range switch enabling sample masses or, for esamplc~, 2.5, 

10.0, 25.0 and 100.0 mg to produce the 10 mV I’.s.d. inpul Tar the chart-recorder. 
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temperature causes a small increase in the value of c. Such an increase has 
been attributed [14] to convection effects caused by the rising of hot gases 
along the furnace walls, although a buoyancy change due to the lower 
density of the sample atmosphere may also be involved. The increase in c is 
normally less than 0.2% f.s.d., for the 10 mg sensitivity range selected here, 
and so is clearly again of only minor importance. 

B. Experiments carried out at reduced pressure 

(I) Flow rate effects. Experiments involving an inert thermobalance load 
corresponding to c = 5.0 chart units at atmospheric pressure show the 
following features (Fig. 3) when the balance chamber is evacuated from only 
one side of the sample container_ 

(a) A rapid change (AB or FG) at the start of pumping due to the 
suddenly induced streaming of effluent gas past the sample. The magnitude 
and direction of the peak depends upon the size and relative position of the 
gas outlet involved. 

(b) A subsequent partial return (BC or GH) to the original reading as the 
gas is withdrawn and hence as the flow rate decreases. 

(c) A reduction in chart reading (CE or HJ) with decreasing pressure due 
to buoyancy changes which occur because of the different volumes of the 
sample and counterbalance assemblies [ 151. 

Fig. 3. The influenw ol‘ pressure and draughling vrli?ctS upon the recorded weight. a1 
ambient Lemperaturr. (TC-750 thermobalance rlrctronical!y ofr-se1 to give chart rentl- 
ing = 5.1) mg al atmospheric pressure.) 

Poinl Pressure p(mm HE) c 

A Atmospheric 5.00 
C 0.15 -l-84 
D 0.0s 4.69 
E 0.06 4.68 
13 0.0s 5.30 
I 0.05 5.16 
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In contrast to results obtained from purge gas experiments, the above 
results show clearly that large errors (3-696 over the region CE) can be intro- 
duced into chart readings when evacuation is carried out from only one side 
of the sample container, and when there is no attempt to control the system 
pressure. On the other hand, when pumping is carried out from both sides of 
the sample container, using the modified apparatus described previously, c 
assumes its original value of 5.0 chart units (JK). In practice, some slight 
adjustment of the control screws A and B (Fig. 2) may be necessary to allow 
for the different sizes of the top and bottom outlets. Experiments with 
decomposing samples confirm that the controlled “leak” D ensures the main- 
tenance of essentially constant pressure conditions throughout the course of 
reaction, i.e. problems due to pressure-dependent buoyancy changes are 
eliminated_ 

(2) Tempera true-rela ted effects. Decomposition esperiments carried out 
using the modified system at a constant pressure of ca. 0.2 mm Hg show that 
the early chart readings are distorted considerably by a rapid increase in tern- 
perature. The estent of this distortion appears to depend upon several fac- 
tors, e.g. the temperature of study, when decomposition first starts, etc., and 
is difficult to predict. Frequently, however, the early part of the (t, c) curve 
takes on the shape shown in Fig. 4. _4n initial increase in c (AB) is similar to 
that observed in purge gas studies, but is rapidly followed by a large decrease 
(BC). This decrease appears to arise from an increased upthrust caused by 
hot gas suddenly moving up past the sample container; the effect has been 
proved not to result from electrical interference associated with switching 

f 
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Time I 
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on the furnace. Unfortunately, the distortion in the (t, c) trace caused by 
this phenomenon cannot be avoided by experimental means. Accordingly, it 
must be accepted that a considerable discrepancy may exist between the 
value co (measured at ambient temperature) and the consistent value of the 
chart reading at the elevated temperature, c,(T). Since the latter value is 
required in the data analysis, uncertainty in this parameter can have an 
important bearing upon the calculated kinetic results. 

The influence of systematic error in co(T) upon 
parameter values 

the calculated kinetic 

Although the value co(T) can be estimated with reasonable precision by 
an analytical or graphical procedure, e.g. back extrapolation, it is more con- 
venient and reliable to optimise upon this parameter numerically as discussed 
in the introductory section of this paper. The effectiveness of the latter 
approach is demonstrated below. 

Preliminary tests using simulated (t, c) data confirm that, in common with 
earlier findings [S] in which (t, a) data were employed, the “true” values of 
Iz and n in eqn. (5) may be estimated with high accuracy and precision by 
the NLLS method. In fact, as Table 1 shows, the simulated values of K and n 
are recovered to within better than 0.5% for all values of IZ,im studied. These 
estimates of and n are usually obtained within 3-4 iterative cycles. 

Now the probable effect of systematic error in co upon the calculated 
value of k can readily be predicted by rearranging eqn. (5) as 

Ir = (1 - [(ct - c,)/(c,_- c-11 l_-,’ 1 
t(1 -n) 

(131 

and assuming that IZ remains constant (the effect of such error upon n is 
more difficult to ascertain in this way because of the complex nature of the 
rate expression). Hence, if co has positive systematic error associated with it, 
then clearly the numerator within the brackets { ) in eqn. (13) will be larger 
and therefore the values of k will be greater than its Yrue” (in this case 

TABLE 1 

The analysis of simulated (t, c) data, generated from eqn. (5), by the NLLS method; 01113 

k and n optimised frsim = 0.01 reciprocal time units; nsim = 0.2-0.8; CO unbiased. 

nsim I: 11 Q(k, n) a X 10” 

0.2 0.0100 (0) b 0.200 (0) 5.46 
0.4 0.0100 (0) 0.400 (0) 10.0 
0.6 0.0100 (0) 0.600 (0) 12.7 
0.8 0.0100 (0) 0.800 (0) 21.8 

a Q(k, n) is the error sum of squares given by eq. (10) written in terms of Ri. 
b In this and subsequent tables, a number in parentheses indicates the standard deviation_ 
Thus, in Table 2, 0.0130 (6) = 0.0130 4 0.0006. In Table 1 and Table 3, a value 0 indi- 
cates an exact determination within the limits of computer roundqff error. 
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TABLE 2 

The analysis 
only k and n 

OF simulated (f, c) data, generated from eqn.(5), by the NLLS method, 
optimised kdi, = 0.01 reciprocal time units;n,i, = 0.2-0.8;co biased by 

+5% ofitsoriginalvalu@,i.e. from 10.0 to 10.5 chart units. 

km k 

0.2 0.0130 (6) 
0.4 0.0137 (8) 
0.6 0.0144 (9) 
0.8 0.0151(10) 

n Q(k. n) x 10' 

0.551 (87) 7.10 
O-856(111) 6.28 
1.15 (134) 5.74 
1.44 (156) 5.33 

simulated) value. This prediction is borne out by the results presented in 
Table 2. Thus, when co is biased by +5% of its actual value, and only k and IZ 
are optimised, it is seen that grossly distorted estimates of these latter param- 
eters are obtained. This distortion is indicated by the high standard devia- 
tions in the parameter estimates (particularly in n) and the magnitude of the 
error sum of squares function, Q(k, n). 

In contrast to the above results, Table 3 shows that if k, n and c,(T) are 
simultaneously optimised, all three parameters are recovered with very high 
accuracy and precision. Again, comparison of the standard deviations in the 
parameter estimates and the value Q(k, n, cO) with the corresponding values 
shown in Table 2 confirms the very great improvement in the results ob- 
tained. 

CONCLUSIONS 

The results presented here have allowed us to identify the main sources of 
error, resulting from the procedures employed, in isothermal weight change 
studies. Experiments have shown that the most serious problems arise in 
reduced pressure studies. Controlled pumping from both above and below 
the sample container, rather than from only one direction as is common 
practice, has been found to alleviate many of these problems. In particular, 
using a controlled “leak” to maintain an essentially constant pressure avoids 
pressure-related buoyancy changes which lead to inconsistent chart readings. 

TABLE3 

The analysis of simulated (f, c) data, generated from eqn. (5), by the NLLS method; k, n 
and CO optimised ksim = 0.01 reciprocal time units; IIsim = O-2-0.8; CO biased from 10.0 
to 10.5 chart units. 

nsim k n co Q(k, 12. co) Y 10” 

0.2 0.0100 (0) 0.200 (0) 10.00 (0) <O.l 
0.4 0.0100 (0) 0.400 (0) 10.00 (0) 10.9 
0.6 0.0100(0) 0.600(O) 10.00(0) 18.2 
0.8 0.0100(0) 0.800 (0) lO.OO(O) 21.8 



It has not been possible to adopt an esperimental procedure which avoids 
causing distortion in the initial chart readings when the sample is first heated 
to the temperature of study. This difficulty has been solved in the present 
case by modifying the non-linear least squares method used to analyse the 
data. The latter technique is recommended here as a very s&able means of 
analysing isothermal weight change data directly; it provides accurate and 
precise values of the kinetic parameters as well as their standard deviations. 
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